ACADEMIA ROMÂNĂ



Institutul de Cercetări pentru Inteligență Artificială

**TEZĂ DE DOCTORAT**

**Contributions to semantic processing of texts; Identification of entities and relations between textual units; Case study on Romanian language**

**( Rezumat RO )**

|  |  |
| --- | --- |
| **Conducător științific**: Prof. Dr. Acad. DAN TUFIȘ | **Doctorand:**Ing. VASILE-FLORIAN PĂIȘ |

BUCUREȘTI, 2019

**Contents**

[1. Introducere 1](#_Toc17898370)

[2. Procesarea primară a documentelor 2](#_Toc17898371)

[3. Detecția entităților cu nume 4](#_Toc17898372)

[4. Extragere de relații din text 6](#_Toc17898373)

[5. Contribuții personale 7](#_Toc17898374)

[6. Referințe 10](#_Toc17898375)

## 1. Introducere

Pentru a putea înțelege mai bine problematica asociată extragerii de entități cu nume din texte, o serie de definiții sunt necesare. Astfel, dicționarul Merriam-Webster [1] definește un obiect ca fiind ”ceva material care poate fi perceput cu simțurile”. De asemenea, același dicționar definește o entitate drept ”ceva care există de sine stătător; ceva care este separat de alte lucruri; existența unui lucru în contrast cu atributele sale”. În acest context, entitățile cu nume sunt utilizate pentru a reprezenta obiecte din lumea reală (cum ar fi persoane, locații, organizații, produse, etc.) care pot fi identificate utilizând nume proprii.

Pe baza acestor definiții devine clar faptul că o parte centrală în regăsirea entităților cu nume constă în identificarea numelor proprii în text, întrucât acestea sunt utilizate pentru persoane, organizații și locații. Cu toate acestea, o entitate poate fi introdusă în text și prin utilizarea unei expresii. De exemplu, având in vedere faptul că Dl. Klaus Iohannis este actualul președinte al României (la momentul scrierii acestei teze), este evident pentru orice cititor uman că următoarele secvențe de cuvinte ”Klaus Iohannis” și ”președintele României” sunt echivalente și fac referință la aceeași entitate. Cu toate acestea pentru un algoritm de inteligență artificială nu este la fel de ușor să identifice cele două expresii ca fiind referitoare la aceeași entitate cu nume. Un cititor uman nu utilizează doar informație locală, prezentă în textul curent, ci utilizează și cunoștințe dobândite anterior despre subiectul respectiv.

Având in vedere definițiile de mai sus, în special cea referitoare la faptul că o entitate se referă la ”existența unui lucru în contrast cu atributele sale”, este sugerat faptul că un algoritm nu trebuie să caute doar numele proprii și expresiile asociate, dar și posibile atribute care pot conduce la o entitate cu nume.

Identificarea entităților într-un text poate fi considerată doar un prim pas. În continuare, este necesară identificarea tipului entității. Acest proces este cunoscut sub denumirea de ”dezambiguizare”. Potrivit definiției date de dicționarul Merriam-Webster, dezambiguizarea este procesul care urmărește ”stabilirea unei interpretări unice din punct de vedere semantic sau gramatical” pentru a anumită entitate cu nume.

Scopul acestei teze este dezvoltarea unui sistem pentru recunoașterea entităților cu nume (persoane, organizații, locații, timp) și extragerea relațiilor dintre acestea, special construit pentru texte în limba română. În acest context, diferite tehnici de procesare primară a textului sunt prezentate în capitolul 2, urmate de metode pentru identificarea entităților cu nume în capitolul 3 și extragerea relațiilor în capitolul 4. Având în vedere faptul că una dintre resursele cheie utilizate este corpusul CoRoLa, în capitolul 5 sunt prezentate contribuțiile personale la acest proiect. Acestea sunt reprezentate de construirea unei forme de reprezentare distribuțională a cuvintelor bazată pe CoRoLa (capitolul 5.2) care permite codificarea textului la intrarea sistemului de recunoaștere a entităților. De asemenea, în capitolul 5.1 este prezentată platforma realizată pentru partea vorbită a corpusului CoRoLa care a fost utilizată pentru a interacționa cu acesta. În capitolul 6 este descris sistemul final care a fost implementat.

Identificarea entităților combinată cu extragerea relațiilor formează baza oricărui sistem de extragere de informații. Scopul principal al unui asemenea sistem este organizarea informației textuale disponibile într-o manieră care să permită căutarea și realizarea de inferențe de către algoritmi. Prezintă, astfel, o manieră de a construi date structurate din documente digitale nestructurate sau parțial structurate.

Ca exemplu pot fi considerate documente legale sau comerciale, cum ar fi contracte de vânzare cumpărare, moșteniri, înregistrări de companii. O posibilă problemă este dată de încercarea de identificare a proprietarilor unei clădiri sau a proprietăților deținute de o persoană. Mai mult, această informație poate fi extinsă cu lista proprietăților la care o persoană este îndreptățită, într-un fel sau altul, prin intermediul companiilor pe care le deține. Acest gen de interogări avansate nu pot fi realizate direct pe textul neprocesat. În schimb aceste interogări pot fi rezolvate cu ușurință pe date structurate corespunzător, cum este cazul reprezentărilor sub formă de graf (cu noduri și relații).

Un sistem de extragere de informații va începe prin extragerea entităților cu nume și a relațiilor dintre acestea din fiecare document, construind câte un graf asociat fiecărui document în parte. Ulterior, toate documentele sunt unificate într-o bază de date care poate fi interogată prin expresii avansate similare celor din exemplul anterior. Desigur, pentru unificarea mai multor grafuri asociate documentelor, un pas adițional este necesar, constând în dezambiguizarea entităților între documente.

O altă aplicabilitate a extragerii de entități se regăsește în domeniul rezumării automate a textelor și identificării de cuvinte cheie. Fiecare entitate cu nume prezentă în text poate deveni un cuvânt cheie asociat documentului. În plus, parcurgând graful generat și generând mici fraze asociate relațiilor, devine posibilă construirea unui rezumat al documentului bazat pe entitățile cu nume. Desigur, algoritmii de sumarizare actuali sunt mai complecși, dar entitățile cu nume continuă să joace un rol cheie [22],[23].

## 2. Procesarea primară a documentelor

În acest capitol sunt prezentate diferite operații primare efectuate asupra textelor în vederea îmbogățirii acestora înaintea unor analize mai avansate, cum ar fi recunoașterea de entități. Aceste operații includ: segmentare, stemizare, lematizare, adnotare cu părți de vorbire.

Uneltele pentru procesarea limbajului natural necesită diferite nivele de **segmentare** a documentelor. Acesta este procesul prin care un text de dimensiuni mari este împărțit în părți de dimensiuni mai mici, utilizabile pentru scopul aplicației.

În funcție de dimensiunea segmentelor, cele mai utilizabile segmentări sunt: la nivel de paragraf, la nivel de frază, la nivel de ”token”. Documente mai complexe, cum ar fi romanele, pot fi segmentate și la nivel de capitol.

 Segmentarea la nivel de ”token” reprezintă cel mai de jos nivel util pentru aplicațiile de recunoaștere de entități. Un token este în general asociat unui cuvânt. Cu toate acestea sunt situații în care tokenul este o grupare de mai multe cuvinte. Din punctul de vedere al aplicației un token este un element indivizibil al documentului, care va fi utilizat ca atare, fără alte operațiuni de segmentare ulterioare.

 O problemă cu un impact direct asupra algoritmilor de detecție de entități este reprezentată de prezența abrevierilor. De exemplu, același partid politic românesc poate fi abreviat ”PNL” sau ”P.N.L.”. Evident, pentru a detecta cu succes entitatea reprezentată în acest exemplu, operațiunea de segmentare ar trebui sa producă un singur element, indiferent de forma prezentă în text.

 **Stemizarea** reprezintă procesul prin care se obține rădăcina asociată unui cuvânt. Motivul principal pentru utilizarea acestei tehnici este dorința de grupare a cuvintelor având aceeași rădăcină, indiferent de forma prezentă în text. În general rădăcinile nu sunt cuvinte propriu-zise ci mai degrabă părți de cuvinte.

 Un proces similar este **lematizarea**. Acesta presupune utilizarea „lemei” unui cuvânt în același scop de a grupa cuvintele indiferent de forma în care acestea apar în document [11]. ”Lemma” unui cuvânt mai este cunoscută și sub denumirea de formă de dicționar a acestuia. În vederea detectării corecte a lemei unui cuvânt este necesară înțelegerea semnificației cuvântului în contextul în care apare.

 Adnotarea cu **părți de vorbire** [11] presupune asocierea de etichete morfo-lexicale fiecărui token. Astfel de adnotări sunt extrem de utile în antrenarea unui sistem pentru extragerea entităților cu nume.

 Construirea unui sistem în vederea adnotării cu părți de vorbire este asemănătoare cu construirea unui sistem pentru extragerea de entități. Astfel, nu este suficientă prezența unei liste cu părțile de vorbire posibile asociate unui cuvânt deoarece detecția propriu-zisă este dependentă de contextul în care apare cuvântul respectiv.

Din punct de vedere istoric, una dintre primele tentative pentru adnotarea cu părți de vorbire este reprezentată de scrierea manuală a unui set de reguli de adnotare. Un exemplu de astfel de sistem este prezentat în [37].

Abordări mai recente folosesc proprietăți statistice extrase din documente adnotate manual. Aceste metode utilizează ulterior modele Markov (HMM) pentru decizia asupra etichetei asociate. Un astfel de sistem este descris in [88].

Adnotatoarele actuale utilizează în general rețele neuronale artificiale pentru a construi automat un model de limbă care va fi apoi utilizat pentru adnotare. Un astfel de sistem este prezentat în [89].

Un sistem pentru etichetarea cu părți de vorbire pentru limba română, utilizând o abordare hibridă, format dintr-un model statistic combinat cu un set de reguli, este descris în [36]. Sistemul utilizează și un dicționar de părți de vorbire cu diferitele etichete care pot fi asociate unui cuvânt. Acest aspect ajută la reducerea complexității găsirii etichetei corecte.

Serviciul TTL [56] oferă un sistem de adnotare cu părți de vorbire utilizând etichete MSD. Acestea pot fi ulterior convertite într-un set simplificat de etichete numit CTAG. Mai multe informații despre aceste seturi de etichete și despre serviciul TTL sunt disponibile în [85],[86].

 Limba română scrisă utilizează 31 de caractere distincte, litere mici, și 31 de caractere corespunzătoare majuscule. Acestea conțin 26 de caractere latine (cunoscute drept caractere ASCII) și 5 caractere adiționale cu diacritice.

 Există situații în care într-un text nu sunt utilizate caracterele românești corecte. Uneori sunt utilizate caractere care seamănă din punct de vedere vizual cu caracterele românești. Posibile cauze ale acestor erori includ: necunoașterea caracterelor românești corecte, utilizarea unor fonturi necorespunzătoare, erori provenite din recunoașterea automată a caracterelor scanate.

 Deși pentru un cititor uman caracterele asemănătoare nu pun probleme de înțelegere a textului, pentru un calculator caracterele au reprezentări interne diferite, ceea ce conduce la cuvinte diferite. De aceea, o **corecție a caracterelor** este necesară pentru a face cuvintele să devină inteligibile din punctul de vedere al algoritmilor.

 O altă problemă întâlnită la procesarea textelor în limba română este absența parțială sau completă a diacriticelor. În acest caz se pot utiliza tehnici de **restaurare a diacriticelor** [90],[91],[92],[93] pentru a corecta textul.

## 3. Detecția entităților cu nume

Acest capitol al tezei de doctorat prezintă metode pentru detectarea entităților cu nume în text. Sunt incluse și resurse lingvistice disponibile pentru limba română cum ar fi liste de nume, expresii regulare, convenții de scriere. De asemenea, sunt prezentate și formatele de fișiere acceptate și produse de sistemul implementat.

 Cea mai simplă metodă pentru detecția entităților în text se bazează pe **liste de nume** care sunt apoi căutate în text. Această abordare poate funcționa în practică dacă se dorește identificarea unui număr redus de entități bine determinate. O abordare generală bazată pe astfel de liste nu poate funcționa deoarece, pe de o parte, numărul de entități este foarte mare (ar fi suficient să ne gândim la numele tuturor persoanelor din lume) iar pe de altă parte tipul entității nu poate fi identificat corect în toate situațiile. Cu toate acestea listele de nume, cunoscute în literatura de specialitate în limba engleză și sub denumirea de resurse ”gazetteer”, ajută în sistemele mai avansate de recunoaștere de entități. Printre resursele de acest tip utile pentru limba română se numără: SIRUTA [2], GNS [6], lista președinților [7], membrii parlamentului, primari, membri ai consiliilor locale. Toate acestea sunt informații publice.

 O extensie a listelor simple de nume este reprezentată de listele formate din **expresii regulate**. Acestea permit identificarea de cuvinte aparținând entităților cu nume pe baza unor șabloane de căutare. Pot fi utilizate fie la nivel de token fie prin combinarea mai multor tokeni într-un șir de caractere prin utilizarea unui caracter de separare, cum ar fi caracterul ”spațiu”.

 Expresiile regulate pot fi utilizate cu succes în detectarea unor tipuri speciale de entități cum ar fi: adrese de e-mail, date calendaristice, numere de telefon, identificatoare numerice, adrese IP, etc.

În textele scrise, numele proprii respectă anumite reguli cunoscute și sub denumirea de **convenții de scriere**. De exemplu, în limba română un nume începe mereu cu o majusculă iar în cazul organizațiilor pot fi utilizate abrevieri de forma ”PNL”, ”PSD”, ”Min. de Justiție”.

 O abordare mai complexă pentru detecția de entități trebuie să ia în calcul și informațiile oferite de contextul în care apare entitatea respectivă. De aceea, operațiile de procesare primară trebuie să fie efectuate pe text înaintea aplicării algoritmului propriu-zis de detecție de entități. Într-o manieră similară unui adnotator cu părți de vorbire, un sistem pentru detecție de entități trebuie să poată învăța dintr-un set de fișiere adnotate manual și să construiască un model de limbă care să poată fi apoi aplicat pe texte noi.

 Una dintre metodele bazate pe context este dată de utilizarea unui model de tip Conditional Random Field (CRF). Într-o astfel de implementare, se pot combina diferite caracteristici ale textului, reprezentate sub forma unor funcții, pentru a produce adnotările finale. Importanța fiecărei caracteristici este învățată automat prin utilizarea unor algoritmi de tip Gradient Descent [96].

Un pachet software de top implementând clasificare bazată pe CRF pentru recunoaștere de entități este Stanford Named Entity Recognizer (Stanford NER). Acesta este o aplicație Java care ”oferă o implementare generală pentru modele secvențiale de tip Conditional Random Field”, potrivit site-ului web oficial [79]. Mai multe detalii legate de implementare sunt disponibile în articolul [80].

Această metodă a fost aleasă pentru implementarea sistemului de recunoaștere de entități, parte a acestei teze.

 Modele bazate pe rețele neuronale artificiale au fost utilizate cu succes în diferite activități legate de procesarea limbajului natural. Într-un articol publicat în 2016 [48], autorii utilizează rețele de tip LSTM multiple în vederea detectării de entități în documente clinice. Deși acest tip de documente utilizează în general un limbaj specific, acest demers arată faptul că rețelele neuronale de tip LSTM pot produce rezultate bune în detecția de entități. Cu toate acestea, este cunoscut faptul că tehnologiile de tip ”deep learning” se comportă bine doar pe corpusuri de mari dimensiuni. Din punctul de vedere al sistemului de recunoaștere de entități pe limba română (ca și pentru alte limbi) aceasta poate fi o problemă datorită lipsei unei astfel de resurse de dimensiune mare, adnotată cu entități. Acesta poate fi și unul din motivele pentru care unelte ”state-of-the-art”, cum este Stanford NER, continuă să utilizeze modele CRF pentru clasificare.

 Activitatea din cadrul conferinței CoNLL-2002 a introdus un format de fișier pentru adnotarea entităților care conține câte un cuvânt pe linie, iar liniile goale reprezintă delimitarea frazelor. În plus fiecare linie conține și o etichetă care arată dacă respectivul cuvânt face sau nu parte dintr-o entitate. Această etichetă arată tipul entității. Cuvintele marcate cu ”O” nu fac parte din nici o entitate. Etichetele de forma B-XXX sunt folosite pentru a marca primul cuvânt dintr-o entitate de tip XXX, iar etichetele de forma I-XXX sunt folosite pentru restul cuvintelor din acea entitate. Fișierele de date conțin etichete pentru 4 tipuri de entități: persoane (PER), organizații (ORG), locații (LOC) și alte denumiri (MISC). Aceasta schemă de adnotare este o variantă a schemei IOB care a fost propusă de Ramshaw și Marcus (1995) [9].

Un alt tip de codificare este denumit IO (”Inside-Outside”, in limba română ”Interior-Exterior”). Acest format este similar cu cel IOB descris anterior, dar fără părțile de început ”B-” și ”I-”. Conversia din IOB în formatul IO este foarte simplă, eliminându-se pur și simplu începutul fiecărei etichete. Cu toate acestea, conversia inversă este posibilă doar dacă nu există entități adiacente de același tip. În acest caz, prima etichetă a unei entități este prefixată cu ”B-” iar restul sunt prefixate cu ”I-”.

Pentru sistemul implementat în cadrul acestei teze a fost ales un format similar CoNLL. Este un format de fișier bazat pe coloane multiple delimitate prin caractere ”tab”. Printre aceste coloane se regăsește una pentru ”token” și o coloană pentru eticheta asociată entității. Coloane adiționale sunt utilizate pentru diferite elemente utilizate în procesul de detecție, cum ar fi: lema, partea de vorbire, etc.

## 4. Extragere de relații din text

 Ulterior identificării entităților cu nume dintr-un text, urmează procesul de extragere a relațiilor dintre acestea. In funcție de context, pot fi identificate diferite modalități de exprimare a relațiilor între entități.

 O expresie, conținând de obicei un verb, poate oferi informații referitor la două entități. De exemplu, în propoziția ”Klaus Iohannis a călătorit în Republica Moldova”, pot fi identificate două entități: ”Klaus Iohannis”, de tip persoană, și ”Republica Moldova”, de tip locație. Acestea sunt conectate prin intermediul expresiei ”a călătorit în” care conține verbul ”a călători”. Acesta identifică relația dintre cele două entități.

 Relațiile posibile pot fi definite înaintea implementării procesului de extracție sau deduse automat la rulare. În primul caz, sistemul utilizează un mecanism similar unei ontologii, (generală sau specifică unui domeniu). Astfel, se pot exprima tipuri de entități care pot fi conectate prin relații specifice.

 Este posibilă definirea de reguli de extracție prin specificarea unor șabloane de text utilizate în exprimarea relațiilor. Definirea șabloanelor poate fi realizată utilizând reguli complexe sau, în anumite situații, expresii regulate. Relația extrasă este exprimată sub forma unui triplet de forma ”entitate1, relație, entitate2”. Această exprimare este similară modelului RDF (Resource Description Framework). Prin combinarea mai multor astfel de relații rezultă un graf RDF. Acesta poate fi vizualizat reprezentând fiecare triplet sub forma nod-muchie-nod (fiecare entitate devine un nod, iar relația devine o legătură între acestea) [12]. RDF este o recomandare W3C (World Wide Web Consortium).

 Există două tipuri de relații: cu nume și fără nume. Relațiile fără nume sunt deduse automat prin examinarea entităților care apar împreună în cadrul aceleiași fraze. În acest caz este evidentă existența unei legături între cele două entități exprimată în text, dar aceasta nu poate fi extrasă corespunzător, tipul relației rămânând nedefinit. Această tehnică poate fi aplicată în general cu rezultate mai bune asupra textelor de dimensiune mare, conținând mai multe fraze care fac legătura între entități.

## 5. Contribuții personale

 Extragerea de entități și a relațiilor dintre acestea sunt operațiuni foarte importante pentru diferite activități de procesare a documentelor nestructurate. Scopul final este de a organiza informația într-o formă de tip graf, în care entitățile sunt reprezentate prin noduri iar relațiile prin muchii între acestea.

 În cadrul acestei teze sunt prezentate diferitele metode care au fost utilizate pentru construcția unui sistem de recunoaștere de entități (persoane, organizații, locații, timp) si relații între acestea pentru limba română.

 Pentru proiectul CoRoLa (The Reference Corpus for Contemporary Romanian Language – ”Corpusul de referință pentru limba română contemporană” [57]) au fost antrenate reprezentări vectoriale ale cuvintelor, cunoscute în limba engleză drept ”word embeddings”, conform celor descrise în secțiunea 5.2 și în articolul publicat [98]. Acestea reprezintă unul dintre mecanismele cheie de codificare a cuvintelor în cadrul aplicațiilor moderne de procesare a limbajului natural, incluzând sistemul de detecție de entități care a fost dezvoltat. De asemenea, a fost creat un serviciu web care permite oricărei aplicații să obțină reprezentarea vectorială a unui cuvânt pe baza reprezentărilor din CoRoLa. Acest serviciu este disponibil public ca un serviciu REST la adresa:

*http://89.38.230.23/word\_embeddings/ws/wordvectors\_get.php?w1=WORD*

unde „WORD” este un parametru care va primi cuvântul pentru care se dorește obținerea unei reprezentări vectoriale cu ajutorul serviciului web.

 În același context, a fost dezvoltată o platformă pentru interogarea părții audio a corpusului CoRoLa [99]. Aceasta este disponibilă online la adresa http://89.38.230.23/corola\_sound\_search/ și a stat la baza interfeței sistemului de recunoaștere de entități, așa cum este descrisă în capitolul 6.7.

 Un prototip de sistem pentru recunoașterea de entități și extragerea relațiilor dintre acestea a fost implementat și descris pe larg în capitolul 6. În acest scop au fost adunate resursele lingvistice disponibile, descrise în capitolul 6.1. Printre acestea se numără romanul adnotat cu entități ”Quo Vadis”, corpusul RoTimeBank și diferite liste de entități așa cum au fost amintite în capitolul 3.1. Totodată, pentru a crește numărul resurselor disponibile, au fost adnotate manual o serie de transcrieri ale dezbaterilor parlamentare din Camera Deputaților.

 Ținând cont de motivele prezentate în capitolele 3.5 și 3.6, pentru implementare a fost ales un clasificator de tip CRF, reprezentat de bine-cunoscutul pachet software Stanford NER. Principala motivație a fost reprezentată de volumul redus de resurse adnotate manual disponibile pentru limba română pe partea de recunoaștere de entități, ceea ce face extrem de dificilă, sau chiar imposibilă, o implementare performantă folosind alte tehnologii, cum ar fi cele bazate pe rețele neuronale.

Pentru a putea utiliza Stanford NER împreună cu reprezentările vectoriale antrenate utilizând corpusul CoRoLa, acesta a trebuit să fie modificat pentru a putea integra apelurile către serviciul web descris mai sus aferente fiecărui cuvânt pentru care nu se cunoștea reprezentarea. În felul acesta a putut fi utilizată generarea automată de reprezentări vectoriale inclusiv pentru cuvinte complet necunoscute, pe baza reprezentărilor asociate secvențelor de caractere (”character embeddings”), așa cum a fost prezentat în capitolele 5.2 și 6.3.

Ca etapă finală a lanțului de procesări, a fost dezvoltat un modul bazat pe reguli pentru a îmbunătăți recunoașterea de entități ulterior procesării cu Stanford NER. Acesta este prezentat în capitolul 6.4, împreună cu o comparație a performanțelor sistemului cu și fără acest modul. Concluzia a fost că se realizează o creștere a performanțelor dacă se utilizează acest ultim modul în cadrul sistemului.

Procesul de antrenare a sistemului este prezentat în Imaginea 1.



***Imaginea 1.*** *Procesul de antrenare*

Un alt modul bazat pe reguli a fost dezvoltat în vederea extragerii relațiilor între entitățile identificate de modulele anterioare. Acesta rulează la finalul procesării, după ce toate celelalte adnotări au fost efectuate. Ca rezultat se obține un fișier GraphML care poate fi deschis cu orice aplicație de vizualizare a grafurilor. Un exemplu este oferit în capitolul 6.6 utilizând aplicația de vizualizare Gephi [83].

Pentru a permite interacțiunea utilizatorilor cu sistemul de recunoaștere de entități, precum și vizualizarea relațiilor identificate, a fost construită o interfață web, disponibilă online la adresa http://89.38.230.23/ner/ .Aceasta este descrisă în detaliu în capitolul 6.7 și utilizează fluxul de procesare prezentat în capitolul 6.5 și în Imaginea 2.



***Imaginea 2.*** *Fluxul de execuție al sistemului*

 În cadrul acestei teze a fost construit un sistem pentru recunoașterea de entități în limba română și a relațiilor dintre acestea, cuprinzând: resurse lingvistice, integrare cu sisteme primare de procesare a limbajului natural, flux de antrenare, flux de execuție și o interfață web care permite interacțiunea oricărui utilizator uman cu sistemul.
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